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SERVICE PERFORMANCE IN 
COMMUNICATIONS NETWORK 

TECHNICAL FIELD 

[0001] The present invention relates to performance of ser 
vices delivered to users in communications networks, in gen 
eral, and in particular to estimating end-user experience of 
service performance in communications netWorks. 

BACKGROUND 

[0002] There are various types of services delivered to 
users using the telecom and ISP (Internet Service Provider) 
netWorks and With increase of bandwidth available to users 
more services are available (email, intemet, voice over IP, 
IPTV) and the existing services move to higher quality levels 
(e. g. high quality video). Service impairment can happen due 
to various issues and problems Within the netWork. From both 
user and operator/ISP perspective it is important to monitor 
service quality delivered to the end user so that any issues can 
be observed and recti?ed. 

[0003] User Reported Quality of System Service (UR 
QoSS) represents hoW user feels about the performance of a 
service she/he is using. This is a subjective measure and can 
vary from user to user. UR-QoSS is a component of Quality of 
Experience (QoE) Which measures overall level of user’s 
service satisfaction and besides service performance it 
expresses hoW the service is supported, paid for, set up etc. 
Generally, UR-QoSS consists of a number of measures for a 
given service (e.g., usability, video impairments for Internet 
Protocol television, IPTV). One of the examples of a UR 
QoSS metric is Mean Opinion Score (MOS) Which provides 
numerical indication of the perceived quality of received 
media after compression and transmission. HoWever, it is not 
trivial to obtain UR-QoSS for every netWork and user equip 
ment (UE) and softWare con?guration Without user’s per 
sonal feedback. In other Words, Without some sort of human 
intervention it is dif?cult to obtain the UR-QoSS in a speci?c 
service set up. Since getting user feedback is not alWays 
possible and/or such user feedbacks are very limited other 
methods are used to estimate the user’s UR-QoSS for a given 
service. 

[0004] Key Performance Indicator (KPI) is a performance 
measure for a particular characteristic and is a measurable 
objective. KPIs are expressed as numerical values and gener 
ally these values are expressed as ranges, upper limits, loWer 
limits or percentages. 

[0005] System Service Key Performance Indicators 
(S-KPIs) are set of speci?c KPIs that represent characteristics 
for a speci?c system service such as IPTV as described in 
WO2008/ 121062Al. These KPIs are higher level KPIs that 
are directly characterizing the end-user service. Access time 
and total frame freeZes during a time period are examples of 
S-KPIs for IPTV service. Generally, the application imple 
menting particular service is capable of measuring S-KPI for 
a given service. The S-KPIs give accurate expression of the 
service quality only When they are measured as physically 
and logically close to the user as possible. For example, a 
codec used in IPTV application can measure S-KPIs related 
to frame freeZes. Normally, various netWork level problems 
can cause S-KPIs variation. For example packet losses or 
jitter can cause frame freeZes leading to variation of S-KPIs 
related to frame freeZes. 
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[0006] Each S-KPI measures only one aspect of service 
performance. The overall service performance can be 
expressed using a so-called Quality of System Service 
(QoSS) metric Which combines several (up to 10) S-KPIs of 
the same service. Therefore, QoSS metric is used When one 
single measure, re?ecting a combination of at least tWo qual 
ity aspects is needed. Based on empirical tests operators can 
map QoSS to UR-QoSS. In other Words, using empirical tests 
(carried out in a laboratory or in a netWork) operators can ?nd 
threshold values of QoSS Where users’ UR-QoSS goes beloW 
accepted levels. It is not trivial to set such threshold values for 
QoSSs and setting such threshold values involves a lot of 
empirical tests. These tests are highly dependent on the ser 
vice parameters, codecs, application parameters etc. As a 
result the validity of these thresholds are dependent on the 
application/codec settings etc. and need to be re-evaluated 
upon changes in the settings. 
[0007] Moreover, UR-QoSS depends on the user-speci?c 
parameters. The same value of QoSS may be assigned to a 
different UR-QoSS level if the users have different quality of 
service expectations. Even more, for the same user, his per 
ception of UR-QoSS can vary With time. If, for example, he 
used a service of a good quality and started to experience an 
even better quality of service, he Will not perceive the previ 
ous quality of the service as good anymore. Although S-KPIs 
can be measured in the application (e.g., using the codec 
module) it is not alWays feasible since no such functions are 
implemented in the application. In fact, it is very rare that 
such S-KPIs can be obtained from application implementing 
the service due to lack of that feature in the application. Even 
When such functions are implemented users might “sWitch 
off” these functionalities if that is possible and operators 
might not enable such functionalities due to additional net 
Work overheads incurred When using S-KPIs collections. As 
a result operators tend to use other methods to estimate the 
S-KPIs. 
[0008] Resource Service KPIs (R-KPIs) are netWork level 
KPIs for example for a given netWork link. These include 
packet loss, jitter, and packet delay, amount of packet re-order 
etc. These KPIs are objective measures and are easy to esti 
mate compared With UR-QoSS and S-KPIs. 
[0009] The existing approaches to monitor service quality 
perceived by a user are based on one or combination of the 
folloWing approaches: 
[0010] 1) Terminal reports. This approach is based on the 
assumption that operator is able to get terminal reports. In 
general this is not valid and reliable assumption since most 
UE devices are not capable of collecting or sending terminal 
reports. 
[0011] 2) Human centricimanual mapping of service 
quality (in terms of UR-QoSS) to R-KPIs values. Here 
designers, in design time, perform mapping of different 
R-KPIs values to expected service quality perceived by the 
user. In this approach, the manual mapping of R-KPIs to 
UR-QoSS is very time consuming, error prone and rigid. It is 
rigid in the sense it cannot adapt to changes in the system (i.e. 
netWork topology and technology changes) and neW devices. 
As a result such methods are not viable in a dynamic real life 
netWork, in Which topology, devices and their settings 
change. 

SUMMARY 

[0012] It is the object of the present invention to obviate at 
least some of the above disadvantages and provide an 
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improved method and apparatus for monitoring service per 
formance in communications networks. 

[0013] According to a ?rst aspect of the present invention 
there is provided a method for monitoring performance of a 
service delivered to user equipment devices via a communi 
cations network as perceived by a user. The method com 
prises collecting Resource Service Key Performance Indica 
tors, R-KPIs, from network resources and collecting System 
Service Key Performance Indicators, S-KPIs, from a repre 
sentative sample of reporting user equipment devices using 
the service. In the next step the method comprises determin 
ing a relationship between the collected values of R-KPIs and 
S-KPIs and then clustering the user equipment devices from 
the representative sample based on the relationship between 
the R-KPIs and S-KPIs. The following steps of the method 
comprise assigning non-reporting user equipment devices to 
the clusters; collecting R-KPIs from network resources and 
then estimating S-KPIs values based on the relationship and 
the R-KPIs collected after the relationship is determined. 

[0014] According to a second aspect of the present inven 
tion there is provided a monitoring server for use in a com 
munications network. The monitoring server is adapted to 
monitor performance of a service delivered to user equipment 
devices via the communications network. The monitoring 
server comprises a collecting module adapted to collect 
Resource Service Key Performance Indicators, R-KPIs, from 
network resources and System Service Key Performance 
Indicators, S-KPIs, from a representative sample of reporting 
user equipment devices using the service. The monitoring 
server also comprises a calculating module adapted to deter 
mine relationship between the collected values of R-KPIs and 
S-KPIs as well as a clustering module adapted to cluster the 
user equipment devices from the representative sample based 
on relationship between the R-KPIs and S-KPIs. The cluster 
ing module is also adapted to assign non-reporting user 
equipment devices to the clusters. The collecting module is 
adapted to collect R-KPIs after the relationship between the 
R-KPIs and S-KPIs is determined. The monitoring server is 
adapted to estimate S-KPIs values based on the relationship 
and the R-KPIs collected after the relationship is determined. 

[0015] According to a third aspect of the present invention 
there is provided a communications network for monitoring 
performance of a service delivered to user equipment devices 
via the communications network. The communications net 
work comprises a plurality of network nodes and a monitor 
ing server. The monitoring server comprises a collecting 
module adapted to collect Resource Service Key Perfor 
mance Indicators, R-KPIs, from network resources and Sys 
tem Service Key Performance Indicators, S-KPIs, from a 
representative sample of reporting user equipment devices 
using the service. The monitoring server also comprises a 
calculating module adapted to determine relationship 
between the collected values of R-KPIs and S-KPIs and a 
clustering module adapted to cluster the user equipment 
devices from the representative sample based on relationship 
between the R-KPIs and S-KPIs. The clustering module is 
also adapted to assign non-reporting user equipment devices 
to the clusters. The collecting module is adapted to collect 
R-KPIs after the relationship between the R-KPIs and S-KPIs 
is determined. The monitoring server is adapted to estimate 
S-KPIs values based on the relationship and the R-KPIs col 
lected after the relationship is determined. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

[0016] The present invention will be understood and appre 
ciated more fully from the following detailed description 
taken in conjunction with the drawings in which: 
[0017] FIG. 1 is a diagram illustrating a communications 
network in one embodiment of the present invention; 
[0018] FIG. 2 is a ?owchart illustrating a method for esti 
mating performance of a service in a communications net 
work in one embodiment of the present invention; 
[0019] FIG. 3 is a ?owchart illustrating steps of calculating 
relationships between R-KPIs and S-KPIs in one embodi 
ment of the method of the present invention; 
[0020] FIG. 4 is a table for storing time-correlated S-KPIs 
and R-KPIs for individual service user in one embodiment of 
the method of the present invention; 
[0021] FIG. 5 is a ?owchart illustrating process of mapping 
between S-KPIs and UR-QoSS in one embodiment of the 
present invention; 
[0022] FIG. 6 shows a table presenting how UE devices are 
assigned to clusters in one embodiment of the present inven 
tion; 
[0023] FIG. 7 shows a decision tree used in assigning UE 
devices to clusters in one embodiment of the present inven 
tion; 
[0024] FIG. 8 shows a table presenting user pro?le param 
eters for use by an algorithm for estimating UR-QoSS values 
in one embodiment of the present invention; 
[0025] FIG. 9 shows a decision tree used in estimating 
QoSS class in one embodiment of the present invention; 
[0026] FIG. 10 shows a monitoring server in one embodi 
ment of the present invention; 
[0027] FIG. 11 shows a monitoring server in one embodi 
ment of the present invention. 

DETAILED DESCRIPTION 

[0028] This invention proposes a system and a method that 
allows an operator to semi-automatically estimate perfor 
mance of a service perceived by the user in a situation where 
terminal reports are not available to the operator from all user 
equipment. A monitoring server collects measurements of 
resource services performance (R-KPIs) from bearers, links, 
nodes etc. It also collects parameters of system service per 
formance (S-KPIs) from a representative sample of service 
users that have reporting capability. It then automatically 
calculates functional dependency of each S-KPI of several 
R-KPIs using Data Mining techniques. The system divides 
into clusters the representative sample of service users, which 
can send terminal reports, on the basis of functional relation 
ship between resource service performance (measured by 
R-KPIs) and service performance parameters (S-KPIs). 
Then, for every cluster it calculates a generic relationship 
between R-KPIs and S-KPIs that is representative for the 
cluster members. It allows an operator to assign the terminals 
which cannot send terminal reports to a “closest” cluster and 
estimate S-KPIs values for this terminal using previously 
obtained function and R-KPIs measurements. As a result the 
operator can assess performance of services run on terminals 
which cannot or do not send service performance parameters. 
[0029] Moreover, the system automatically updates map 
ping between individual service measures (i.e. S-KPIs) and 
overall service performance measure (i.e. QoSS) so that the 
calculated QoSS could be as close to the users’ subjective 
measure of service quality (expressed by the so-called UR 
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QoSS classes) as possible. To do that the system collects user 
feedback about service performance (UR-QoSS) from a 
sample of service users. Usually service providers use a 
default static mapping betWeen S-KPIs and QoSS Which in 
reality can vary With time and users’ expectations. 
[0030] FIG. 1 illustrates a communication netWork having 
a set of elements that route signals betWeen various connected 
UE devices (laptop 4; phone 2, 3; PC 5; PDA 1, etc.). The 
netWork elements 6-10 are connected together by communi 
cations links Which include mobile links, satellite links, 
microWave links, ?bre optics, copper Wire etc. The netWork 
preferably includes a monitoring server, 6, that monitors the 
performance of the various communications links by measur 
ing the Resource Service Key Performance Indicators 
(R-KPIs). In various embodiments the R-KPIs include link 
delay, link jitter, link packet loss, CPU load, buffer usage in 
routers, etc. 
[0031] The method and monitoring server described beloW 
alloW for semi-automatic determination of What are the net 
Work resources having impact on the performance of a service 
and, What makes it simple in operation, a netWork operator 
does not have to prede?ne netWork resources that are used by 
end user services. The method is generic, independent of 
netWork architecture and can be applied to various types of 
netWork (mobile, ?xed, satellite, etc). 
[0032] The connected UE devices are used by users to run 
services like IPTV, Mobile TV, VoIP (voice over Internet 
Protocol), MMTel (Multimedia Telephony Service), etc. A 
single aspect of performance of these services can be mea 
sured using the System Service Key Performance Indicators 
(S-KPIs). These can include service startup time, service 
accessibility, service quality etc. Generally, the most accurate 
measurement of S-KPIs can be performed on the connected 
devices and reported to a service performance monitoring 
server, e.g. OSS server or ACS (Access Control System) 
server, represented by the monitoring server 6 in FIG. 1. 
HoWever, as mentioned earlier, not alWays the S-KPIs can be 
collected from the user devices. Moreover, reporting of 
S-KPIs from every user device can increase the netWork 
tra?ic and load on the monitoring server. 

[0033] The overall performance of a service can be mea 
sured using a Quality of System Service (QoSS) metric Which 
combines several S-KPI measurements. QoSS level is calcu 
lated from S-KPIs and therefore does not necessarily repre 
sent user perception of service performance as the users may 
prioritize different aspects of service performance or may 
have different expectations from the same parameter of ser 
vice performance. The service user is interested in a good 
quality of the service Which can be expressed using a subj ec 
tive metriciUser Reported Quality of System Service (UR 
QoSS) classes. An example of a UR-QoSS metric is Mean 
Score Opinion (MOS) Which has 5 quality levels from Bad to 
Excellent. There is, hoWever, a problem With obtaining UR 
QoSS because not all users Want to participate in reporting 
hoW they perceive the quality of the received service. 
[0034] There exist methods of estimation of MOS on the 
basis of netWork performance and they are based on static 
functional expressions obtained in laboratory measurements. 
HoWever, the functional expression is user dependent and can 
vary With time. The proposed invention describes a method of 
semi-automatically estimating UR-QoSS values for each ser 
vice user on the basis of S-KPIs, R-KPIs and individual user’ s 
pro?les (expressed by a combination of parameters like age, 
occupation, service usage etc.). 
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[0035] Change in a system service quality is caused by a 
variation of the performance of netWork elements and links 
that are used by the service. Therefore, monitoring of a sys 
tem service quality can be performed by measuring and pro 
cessing R-KPIs at the monitoring server. The server executes 
steps of an embodiment of the method of the present invention 
as illustrated in FIG. 2 in order to achieve this goal. In the ?rst 
step of the method R-KPIs are measured in various nodes, 
7-10, of the netWork 100 and collected, 202, by the monitor 
ing server. At the same time S-KPIs are collected, 204, from 
a representative subset of users, although performing these 
tWo operations simultaneously is not essential. In alternative 
embodiments one may be performed after another or With 
some overlap. In the folloWing step a mathematical relation 
ship betWeen R-KPIs and S-KPIs is calculated, 206. When the 
representative subset of users of a service is large enough the 
method comprises a step of building clusters 208 of UE 
devices With similar R-KPI to S-KPIs relationship. In the 
folloWing step the method comprises assigning the remaining 
devices (the ones not in the representative subset of users that 
Were able to report S-KPIs) to their closest clusters 210. The 
method also comprises monitoring system service perfor 
mance by collecting and processing R-KPI values, 212 to 
estimate S-KPI values 214. The second step of collecting and 
processing R-KPI values, 212, is for continuous estimating of 
S-KPI values. In turn, the ?rst step of collecting of R-KPI 
values, 202, together With collecting S-KPI values, 204, is for 
training purposes, ie to enable the monitoring server 6 deter 
mining the relationship betWeen R-KPIs and S-KPI. Once the 
relationship betWeen R-KPIs and S-KPI is knoWn (deter 
mined in step 206) it is enough to collect R-KPIs (step 212) in 
order to estimate S-KPIs (step 214). 

Collecting R-KPIs 

[0036] To learn automatically about the impact of the 
R-KPIs on the value of S-KPIs, the monitoring server 6 has to 
collect values of R-KPIs and S-KPIs correlated in time. The 
monitoring server 6 monitors the netWork resources and cor 
responding R-KPIs (for example packet loss, link delay, jitter 
etc) measured at netWork elements 7-10. These parameters 
can be measured and reported by netWork elements located at 
the end of netWork links (sWitches, routers, GGSN, etc.) 
periodically, Where GGSN refers to a 

[0037] GateWay General Packet Radio Service Support 
Node. In another embodiment of this invention R-KPIs can be 
received from a central server Which already collected these 
values (eg OSS or ACS). Periodicity of these reports is 
de?ned by the monitoring server 6 so that the monitoring 
process does not overload netWork equipment but also alloWs 
close time correlation of R-KPI and S-KPI reports. 

Collecting S-KPIs 

[0038] S-KPI values are collected independently for end 
user service provided in a netWork. For every service numer 
ous S-KPIs are monitored. They are assigned to one of three 
categories: service accessibility (e.g. IPTV session accessi 
bility), service retainability (e.g. IPTV session retainability) 
and service integrity (e.g. IPTV media quality). The monitor 
ing server 6 collects corresponding S-KPIs (included in so 
called Terminal Reports) from a sample set of all users of the 
service Who are able to send terminal reports. This is because 
S-KPIs not alWays can be reported by an UE device because 
the UE device may not be equipped to provide such reports or 
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the user may decide not to provide such reports. Sending such 
reports requires user’ s interaction and time and the user may 
decide not to participate even if his/her terminal is equipped 
to provide terminal reports. Terminal Reporting is not always 
available or not enabled on a device. The UE devices from 
Which the S-KPIs values are collected should be representa 
tive for all of the service users. Therefore they should be 
distributed across various factors that may affect performance 
of the service as perceived by an individual user, e.g. geo 
graphically, according to the device capabilities, according to 
the type of end user connection, according to the part of the 
netWork used. 
[0039] There is a minimum number of UE devices that need 
to send Terminal Reports in order to build a representative 
model of the monitored service. This minimum number can 
be established With the theory of statistics. The minimum 
sample siZe is a function of con?dence interval and a total 
number of service users. The con?dence interval represents 
the likelihood that the population is Well represented by a 
selected sample. For example if the con?dence interval equals 
95% it means that 95% of the service users Would have similar 
experience of service performance as the users from the 
selected sample. Obviously We Will never have 100% con? 
dence unless We consider the Whole population. Usually We 
set con?dence interval to 95% or 99%. Also, the siZe of the 
representative sample increases With the number of service 
users. There are Well established statistical methods to calcu 
late the siZe of a representative sample as a function of the 
con?dence interval and population siZe. The relationship 
betWeen the representative sample siZe and population siZe is 
not linear and above a certain threshold of the population siZe, 
the siZe of the representative sample is almost static. For a 
population above 100000 the representative siZe is about 
1800. With that in mind the method according to embodi 
ments of the present invention is fully executed When the 
collected S-KPIs are collected from a representative subset of 
users. This can be controlled by adjusting the con?dence 
interval, Which has in?uence on accuracy of the method. 
[0040] Preferably, the collected R-KPIs and S-KPIs are 
stored in a local database 1012 by the monitoring server 6. 
They are then used to establish a mathematical dependency of 
individual S-KPI from numerous R-KPIs. 

Calculating Mathematical Relationships BetWeen R-KPIs 
And S-KPIs 

[0041] The monitored services use netWork resources and 
therefore the performance of netWork resources (measured as 
R-KPIs values) is reverberated in the values of S-KPIs. The 
values of R-KPIs and S-KPIs are cross-correlated and the 
monitoring server 6 uses automatic methods based on 
machine learning and data mining algorithms to establish the 
cross-correlation. The method to calculate this function is 
illustrated in FIG. 3. 
[0042] FIG. 3 illustrates one embodiment of a process that 
is performed for every UE device that reported S-KPIs. First, 
the subset of S-KPIs that Were reported by a single UE device 
is selected 302. These parameters correspond to numerous 
services run on the UE device. 

[0043] Next, the values of S-KPIs and R-KPIs are time 
correlated for each service user independently 304. There 
fore, they can be stored in a table as shoWn in FIG. 4. The time 
parameter corresponds to an approximate timestamp of col 
lecting R-KPIs and S-KPI. There are several measured R-KPI 
values (R-KPIl-R-KPIi) that affect the reported S-KPIl-(A) 
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value. The maximal time approximation is de?ned in a moni 
toring server 6 and should be of such an order that cross 
correlation betWeen R-KPIs and S-KPI could be easily 
observable. 
[0044] R-KPIZ- values (R-KPII-R-KPIZ) are all netWork 
related parameters. S-KPIl-(A) value represents speci?c 
aspect “i” of performance of a service used by a single userA. 
There are several S-KPIs corresponding to the same service 
and each of them is represented With unique index “i” for the 
same user. 

[0045] Then for every S-KPI the mathematical function is 
automatically established using Machine Learning and Data 
Mining methods 306. The function has a format 

[0046] The possible methods to obtain this formula are 
linear regression, polynomial ?tting, support vector regres 
sion, etc. These methods are Well knoWn in the art and Will not 
be discussed here in great detail. The used method for obtain 
ing the formula extracts only the R-KPIs that have impact on 
the value of considered S-KPI, i.e. S-KPI andused R-KPIs are 
not independent variables. As a result the system Will auto 
matically detect What are the netWork resources used by a 
service because their R-KPI parameters Will be present in the 
formula calculating this service S-KPI. In other Words, the 
function (1) de?ning S-KPIl (A) depends on one set of R-KPI 
values (eg R-KPI 1, R-KPI2, R-KPI4 and R-KPI6) and 
S-KPI2 (A) depends on another set of R-KPI values (eg 
R-KPI1, R-KPI3, R-KPI5 and R-KPI7). Because R-KPI3 does 
not affect S-KPIl (A) it is not used by the function f de?ning 
S-KPIl (A). The steps 302-306 are repeated, 308, for every 
user equipment that reported S-KPIs. The obtained function 
is stored in the local database 1012 for further analysis. In one 
embodiment the database 1012 is part of the monitoring 
server 6 and in an alternative embodiment the database is a 
separate device to Which the monitoring server 6 has access. 

Building Clusters 

[0047] At this stage the system is able to estimate S-KPI 
values from R-KPIs using the 3“ function de?ned in equation 
1. The estimated S-KPI values are for services used by the 
non-reporting UE devices. The obtained functions f are used 
to group the reporting UE devices into clusters. This is 
because the same netWork resources can be shared by several 
users of the same service and therefore their corresponding 3“ 
functions Will be similar. For example, tWo users (A and B) of 
a Mobile TV service belonging to the same mobile netWork 
cell can be using netWork resources of similar performance 
While using the service. Hence, previously estimated func 
tions to obtain S-KPIl-(A) and S-KPIl-(B) for the Mobile TV 
service Will be similar. 
[0048] Clusters can be determined automatically using 
knoWn Data Mining techniques, eg K-means, Agglomera 
tive Hierarchical Clustering, DBSCAN, and others. Each 
S-KPIZ- Will have a different cluster structure because every 
S-KPIZ- has an associated function J“. For every S-KPIZ- param 
eter the clustering algorithm (one of the mentioned above, 
eg DBSCAN) is provided With function f speci?c to a user 
and the clustering algorithm outputs clusters of users that 
have similar values of their 3“ function. So the users of the 
service are grouped into clusters as shoWn in FIG. 6. In this 
example, userA is assigned to cluster 1 because his function 
fA used to calculate S-KPIl from the values of R-KPIs has 
similar value (i.e. separated by no more than X, Which is a 
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maximum prede?ned parameter) to other users’ functions 
from cluster 1 for the same input aguments i.e. function fc of 
the user C. Users B and E are assigned to cluster 2 because 
their functions f3 and fc give similar results according to the 
determination performed by the clustering algorithm. 
[0049] As members of the same cluster have similar values 
of function 3“ used to calculate S-KPI from R-KPIs, the sys 
tem Will assign a representative function g, unique for each 
cluster, Which is a generaliZation of all functions f from the 
same cluster. This function g is used to calculate S-KPIZ 
parameter for the users belonging to the same cluster as 
described beloW. Function g re?ects the values of functions fl 
from the same cluster. One of the possibilities Would be to 
take the mean of all functions fi. 

g(N-KPI1, N-KPI2, . . . N-KPIN):2,-: l,0Z[f(N-KPI1, 

N-KPI2, . . .N-KPIN)]/Z (2) 

[0050] In alternative embodiments a median value is taken 
instead of the mean. 

Assigning Devices to Clusters 

[0051] So far the embodiments of the method of the inven 
tion considered only the sample of service users Whose UE 
devices Were able to report S-KPI parameters (because the 
initial clustering, 208, is performed on the UE devices that 
reported S-KPIs). In embodiments of the method of the inven 
tion performance of system services used by the remaining 
users is estimated by assigning the remaining users individu 
ally to a closest cluster. The closest cluster, in one embodi 
ment, is determined on the basis of several parameters, eg 
geographical proximity, netWork topology proximity, end 
user device performance, audio codec used etc. These are the 
parameters Which have impact on the expression (and values) 
of previously obtained functions f and therefore users from 
the same cluster Will have a similar range of these parameters. 
[0052] The assignment of the remaining users to a closest 
cluster can be performed With a data mining technique like 
decision tree, Bayesian Network, Support Vector Machine, 
etc.An example of a decision tree is shoWn in FIG. 7. This tree 
is built automatically for each S-KPIZ- parameter. In this 
example a user With a mobile phone, located in Cell 1 1 1 1 and 
using LTE technology belongs to cluster 1 . In turn, a user With 
a laptop in cell 3333 operating in EDGE technology belongs 
to cluster 6. In this Way each UE device can be checked 
against various criteria and at the end of the process be 
assigned, 210, to a cluster of UE devices that also meet the 
same criteria. 

[0053] Once the UE device is assigned, 210, to a cluster, its 
S-KPIZ. can be monitored using the function g of that cluster. 
Preferably, a UE device belongs to many clusters, each of 
these clusters alloWing for monitoring a single aspect (S-KPIZ. 
) of the overall service performance. 

Monitoring Service Performance Using R-KPI Values 

[0054] Previously described techniques alloW monitoring 
of S-KPIZ- parameters that contribute to overall performance 
of a service as perceived by a user, but the service users’ 
perception of the overall service performance (i.e. UR-QoSS) 
is still not knoWn. The section beloW describes hoW an opera 
tor can estimate users’ opinion about overall service perfor 
mance. 

[0055] S-KPIZ- parameters of the same service are com 
bined/aggregated to express a Quality of System Service 
(QoSS) Which represents overall service performance. The 
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user perception of service performance can vary among ser 
vice users for the same values of S-KPIZ- parameters. Indeed, 
users can have different expectations about service perfor 
mance and may prioritiZe different aspects of the QoSS. Their 
expectations may depend on users’ age, occupation, exposure 
to technology, frequency of service usage, etc. Therefore 
expression of QoSS should be adapted to a service user pro?le 
in order to represent closely user’s perception of service 
performance. Such user’s perception of service performance 
is expressed by User Reported Quality of System Service, 
UR-QoSS. 
[0056] The adaptation of the QoSS expression to be closely 
related to the UR-QoSS is performed using data mining tech 
niques as shoWn in FIG. 5. The service performance moni 
toring server 6 collects UR-QoSS values from a sample of UE 
devices in addition to monitoring of S-KPIZ. parameters, 502, 
reported by the representative subset of users as previously 
described. For example, a user can press a button on a remote 

controller, Wherein the button activates a function of reporting 
the user’s perception of service performance, When he Wants 
to report speci?c performance of IPTV service. Also a VoIP 
user can report the quality of a call using a customiZed appli 
cation. 
[0057] It is expected that user’s judgment of the service 
performance (measured With UR-QoSS classes) is a combi 
nation of different aspects of service performance (expressed 
by S-KPIZ- parameters) and user pro?le. Therefore, the moni 
toring server 6 initially uses a default mapping betWeen 
S-KPIZ- parameters and QoSS metric obtained in laboratory 
tests. In effect, each UR-QoSS class have an associated range 
of S-KPIs 504 and this is used in the process of mapping. 
HoWever, When the service is used the system can automati 
cally learn hoW to combine S-KPIZ. parameters into QoSS so 
that the latter can re?ect user’s judgment of service perfor 
mance (UR-QoSS) and the ranges of S-KPIs values are 
updated accordingly 506. This learning can be performed 
With data mining techniques like Hunt’s algorithm, Support 
Vector Machine, Neural NetWorks, etc. 
[0058] The learning algorithm is provided With time corre 
lated S-KPIZ. parameters and UR-QoSS values reported by a 
user (as previously described). Also user pro?le parameters 
are available to the algorithm as shoWn in FIG. 8. Depending 
on the algorithm used, it Will output a decision tree, Bayesian 
NetWork, Rules, Support Vectors, to estimate QoSS in func 
tion of user pro?le and S-KPIi parameters. FIG. 9 shoWs an 
example of a decision tree. 

[0059] The output of the learning algorithm alloWs the sys 
tem to calculate QoSS of any service user so that it could be 
close to user’s judgment of service performance (i.e. UR 
QoSS). The estimation of the QoSS class Will be based on 
S-KPIZ- parameters and user pro?le. For example according to 
the tree from FIG. 9, if a user is less than 25 years old, his/her 
frequency of using the service is high and the S-KPIl and 
S-KPI2 of this service have values 3 and 15 respectively, the 
system Will estimate the value of QoSS as “Medium”. 
[0060] The procedure to estimate user judgment of service 
performance includes a step in Which the monitoring server 
continues to collect R-KPI values, step 212 in FIG. 2. Having 
collected R-KPI values, for every UE device (A) and service 
running on it, the monitoring server 6 can estimate 214 the 
values of corresponding S-KPIl-(A). For every S-KPIl-(A) 
parameter it uses function g (described in section Building 
Clusters) representative for the given cluster. Input variables 
of this function are the current values of the collected R-KPIs. 
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[0061] Overall performance of the service is determined by 
the combination of S-KPIZ- parameters relevant to the ser 
viceiie. QoSS. The service provider can identify the class 
of QoSS according to the range of the S-KPIZ. values and user 
pro?le. Initially the service provider assigns default ranges of 
S-KPIZ. corresponding to different classes of service perfor 
mance (QoSS classes). There could be several QoSS classes 
(good, medium, bad, etc.). The ranges of S-KPIZ- assigned to 
QoSS classes canbe automatically updated by the monitoring 
server 6 as described in this section. 
[0062] As described above it is clear that the present inven 
tion alloWs for monitoring service performance on end-user 
devices that are not able to send terminal reports With service 
performance parameters and additionally reduces tra?ic load 
in comparison to the service monitoring methods Which are 
heavily dependant on terminal reports. 

Automatic Update of Service Performance Monitoring 

[0063] In a preferred embodiment the described procedure 
of monitoring overall service performance is updated during 
the availability of the service. There are several bene?ts of 
doing it. First, the structure of clusters Which are used to 
calculate S-KPIZ- values from R-KPI values change With time 
because service users from the representative sample can 
change locations, terminal equipment, audio codec used etc. 
Also, users Which do not send terminal reports may change 
parameters Which are used to assign them to a speci?c cluster 
for calculation of S-KPIZ- values. 
[0064] Second, the structure of the clusters used to estimate 
QoSS varies With time because users of a speci?c user pro?le 
can change expectations of the service quality. Also users can 
modify their behaviours of service usage and therefore can 
move from one user pro?le to another. 

[0065] Therefore, previously identi?ed relationship 
betWeen S-KPIs and R-KPIs is updated after a certain period 
of time. This period is de?ned in the monitoring server 6 and 
in one embodiment it can be even equal to Zero. Then the 
monitoring server 6 monitors permanently the S-KPIs values 
from a subset of all service users and updates the relationship 
betWeen every S-KPIZ- and R-KPIs. When the period is not 
equal to Zero, the server restarts monitoring of S-KPIZ. and 
R-KPIs and updates the relationship betWeen them after cer 
tain period of time as shoWn in FIG. 2 in step 216. 
[0066] The reassessment of the relationship betWeen 
S-KPIZ- and R-KPIs can also be triggered by an event, eg 
netWork topology change, signi?cant increase of service 
users or discrepancy betWeen estimated QoSS and reported 
by the user UR-QoSS values. When the system discovers 
inconsistency betWeen QoSS and UR-QoSS values, the 
aggregation method used to obtain QoSS from S-KPIZ- param 
eters (described in section Monitoring Service Performance 
Using R-KPI Values) must be reassessed. The bene?t of the 
reassessment is that it automatically adapts the mapping 
betWeen service performance parameters and user perception 
of service performance as the circumstances change. 
[0067] The monitoring server is illustrated in FIG. 10 and 
FIG. 11. The monitoring server 6 comprises a collecting 
module 1006 adapted to collect Resource Service Key Per 
formance Indicators (R-KPIs) from netWork resources (bear 
ers, links, nodes, etc.) and System Service Key Performance 
Indicators (S-KPIs) from a representative sample of reporting 
user equipment using the service. The monitoring server fur 
ther comprises a calculating module 1008 adapted to calcu 
late relationship betWeen the collected values of R-KPIs and 
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S-KPIs and a clustering module 1010. The clustering module 
clusters user equipment from the representative sample based 
on relationship betWeen the R-KPIs and S-KPIs.Additionally 
the clustering module 1010 assigns the non-reporting user 
equipment to the clusters. The collecting module 1006 is 
adapted to collect R-KPIs after the relationship betWeen the 
R-KPIs and S-KPIs have been calculated. The monitoring 
server 6 then estimates S-KPIs values based on the collected 
R-KPIs and the relationship. Before the relationship is calcu 
lated the monitoring server collects test (or training) data 
R-KPIs (step 202) from netWork resources (eg bearers, links 
and nodes) and S-KPIs (step 204) from the reporting user 
equipment. After the relationship betWeen R-KPIs and 
S-KPIs is knoWn the monitoring server is “trained” and only 
needs to collect R-KPIs (step 212) to estimate S-KPIs (step 
214). So although in both steps the system collects N-KPIs, 
they are used differently. 
[0068] In a preferred embodiment the collecting module 
1006, calculating module 1008 and clustering module 1010 
are implemented in softWare operating in processor 1004. 
Alternatively, the modules 1006-1010 may be implemented 
as hardWare modules. The monitoring server 6 is connected to 
the communications netWork via interface 1002. 

EXAMPLE 

[0069] To illustrate hoW the proposed invention could be 
used the folloWing example of a system monitoring IPTV 
service is described. An operator collects measurements of 
network performance (R-KPIs) from nodes of the netWork. 
These R-KPIs could be packet loss or packet delay of the 
links. These quantities can be measured by the probes 
deployed in the netWork or by the nodes like sWitches or 
routers. The operator also selects a subset of IPTV service 
users that send terminal reports With IPTV service perfor 
mance measurements (S-KPIs). S-KPIs speci?c to IPTV are 
choppiness or frame freeZe. Then, for every user reporting 
S-KPIs, relationship betWeen R-KPIs and S-KPIs is deter 
mined, as described in section Calculating Mathematical 
Relationships BetWeen R-KPIs And S-KPIs. 
[0070] Next, in order to estimate S-KPIs of the users Who 
did not report S-KPIs, the monitoring server 6 clusters the 
previously calculated relationships Which have similar values 
of their functions J“. For example, functions 3“ Which use the 
same N-KPIs as arguments (because the service is delivered 
over the same links) With different but relatively close multi 
plication coef?cients Will belong to the same cluster. As a 
result, users Which have an S-KPI calculated With a similar 
function Will be assigned to the same cluster. Then the 
remaining users are assigned, 210, to the closest cluster. This 
assignment can be performed for example on the basis of the 
geographical location or type of the netWork used (3G, 
ADSL). 
[0071] Then, the operator relies on monitoring R-KPIs in 
order to estimate S-KPIs for every user. The operator collects 
R-KPI values from netWork elements, calculate IPTV S-KPIs 
and depending of the result, estimate level of the service 
quality (QoSS). Mapping betWeen S-KPIs values and QoSS 
is static. 
[0072] HoWever, if the communications netWork and the 
provided service give the user a possibility to report his per 
ception of service quality level the monitoring server 6 also 
receives UR-QoSS reports from users of the service. After 
receiving UR-QoSS reports from service users, the monitor 
ing server 6 updates the mapping betWeen S-KPIs and QoSS 
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automatically so that the latter corresponds to the UR-QoSS 
reported by the users. Therefore, if the mapping method is 
updated, the operator monitors service quality With the neWly 
obtained function and is able to estimate user’ s perception of 
the service performance even for the non reporting UE 
devices. In contrast to the static methods of estimating MOS/ 
UR-QoSS, in the proposed system, dynamic changes of net 
Work characteristics and service user properties are easier to 
handle. MOS/UR-QoSS values are fed to the monitoring 
server using user feedbacks (eg from a set top box’s remote 
control). These feedbacks are used as a small set of sample 
MOS/UR-QoSS feedbacks from users of the service. Then, 
based on S-KPIs received from the codec from the same set 

top boxes, a mapping betWeen MOS/UR-QoSS and QoSS 
(Which is an aggregation of S-KPIs) is built. After this step, 
the mapping betWeen S-KPIs and R-KPIs can also be built 
such that R-KPIs can be used to estimate MOS/QoSS. 

1. A method for monitoring performance of a service deliv 
ered to user equipment devices via a communications net 
Work as perceived by a user; the method comprising: 

collecting Resource Service Key Performance Indicators, 
R-KPIs, from netWork resources; 

collecting System Service Key Performance Indicators, 
S-KPIs, from a representative sample of reporting user 
equipment devices using the service; 

determining relationship betWeen the collected values of 
R-KPIs and S-KPIs; 

clustering the user equipment devices from the represen 
tative sample based on the relationship betWeen the 
R-KPIs and S-KPIs; 

assigning non-reporting user equipment devices to the 
clusters; 

collecting R-KPIs from netWork resources; and 
estimating S-KPIs values based on the relationship and the 

R-KPIs collected after the relationship is determined. 
2. The method according to claim 1, further comprising 

repeating the steps periodically. 
3. The method according to claim 1 Wherein the step of 

determining the relationship comprises: 
selecting a subset of S-KPIs reported by a single user 

equipment device; 
time-correlating the values of S-KPIs reported by the 

single user equipment device and the R-KPIs; and 
for every S-KPI reported by the single user equipment 

device, determining a function de?ning the relationship 
using Machine Learning and/ or Data Mining methods. 

4. The method according to claim 3, further comprising 
repeating the steps of determining the relationship for every 
user equipment device that reported S-KPIs. 

5. The method according to claim 1 comprising mapping 
the estimated S-KPI values onto Quality of System Service, 
QoSS, classes to correlate the QoSS classes With the users’ 
perception of the service performance reported in User 
Reported-QoSS. 

6. The method according to claim 5, Wherein the QoSS 
classes used in the mapping are determined on the basis of 
User Reported-QoSS received from at least part of the users 
of the service. 

7. The method according to claim 1, Wherein in the step of 
clustering a user equipment device from the representative 
sample is assigned to a cluster if a function de?ning the 
relationship betWeen R-KPIs and S-KPIs for this user equip 
ment device is Within a range de?ned for this cluster. 
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8. The method according to claim 1, Wherein the non 
reporting user equipment devices are assigned to clusters 
based on geographical proximity or netWork topology prox 
imity, or performance of a user equipment device, codec used 
or any combination of these. 

9. A monitoring server for use in a communications net 
Work for monitoring performance of a service delivered to 
user equipment devices via the communications netWork, the 
monitoring server comprising: 

a collecting module adapted to collect Resource Service 
Key Performance Indicators, R-KPIs, from netWork 
resources and System Service Key Performance Indica 
tors, S-KPIs, from a representative sample of reporting 
user equipment devices using the service; 

a calculating module adapted to determine relationship 
betWeen the collected values of R-KPIs and S-KPIs; and 

a clustering module adapted to cluster the user equipment 
devices from the representative sample based on rela 
tionship betWeen the R-KPIs and S-KPIs and to assign 
non-reporting user equipment devices to the clusters, 
Wherein 

the collecting module is adapted to collect R-KPIs after the 
relationship betWeen the R-KPIs and S-KPIs is deter 
mined and the monitoring server is adapted to estimate 
S-KPIs values based on the relationship and the R-KPIs 
collected after the relationship is determined. 

10. The monitoring server according to claim 9, Wherein 
the calculating module is implemented in a processor and in 
the step of determining the relationship the calculating mod 
ule is adapted to select a subset of S-KPIs reported by a single 
user equipment device and time-correlate the values of 
S-KPIs reported by the single user equipment device and the 
R-KPIs; Wherein for every S-KPI reported by the single user 
equipment device the calculating module is adapted to de?ne 
the relationship using Machine Learning and/or Data Mining 
methods. 

11. The monitoring server according to claim 10, Wherein 
the processor is adapted to determine the relationship for 
every user equipment device that reported S-KPIs. 

12. The monitoring server according to claim 9, Wherein 
the processor is adapted to map the estimated S-KPI values 
onto Quality of System Service, QoSS, classes to correlate 
the QoSS classes With the users’ perception of the service 
performance reported in User Reported-QoSS. 

13. The monitoring server according to claim 12, Wherein 
the QoSS classes used in the mapping are determined on the 
basis of User Reported-QoSS received from at least part of 
the users of the service. 

14. The monitoring server according to claim 9, Wherein 
the clustering module is adapted to assign a user equipment 
device from the representative sample to a cluster if a function 
de?ning the relationship betWeen R-KPIs and S-KPIs for this 
user equipment device is Within a range de?ned for this clus 
ter. 

15. A communications netWork for monitoring perfor 
mance of a service delivered to user equipment devices via the 
communications netWork, the communications netWork 
comprising: 

a plurality of netWork nodes; and 
a monitoring server; Wherein 
the monitoring server comprises: 

a collecting module adapted to collect Resource Service 
Key Performance Indicators, R-KPIs, from netWork 
resources and System Service Key Performance Indi 
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cators, S-KPls, from a representative sample of 
reporting user equipment devices using the service; 

a calculating module adapted to determine relationship 
betWeen the collected values of R-KPls and S-KPls; 
and 

a clustering module adapted to cluster the user equip 
ment devices from the representative sample based on 
relationship betWeen the R-KPls and S-KPls and to 
assign non-reporting user equipment devices to the 
clusters, Wherein 

the collecting module is adapted to collect R-KPls after 
the relationship betWeen the R-KPls and S-KPls is 
determined and the monitoring server is adapted to 
estimate S-KPls values based on the relationship and 
the R-KPls collected after the relationship is deter 
mined. 




